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ABSTRACT

This publication describes a high-resolution database of 78 head-related transfer functions (HRTFs) that were
collected during the 2022 Audio Engineering Society AVAR conference; the database is freely available for
download (https://facebookresearch.github.io/SS2_HRTF). HRTFs were collected in a purpose-
built anechoic chamber housing a vertically oriented, motorized arc with a 2-meter-radius, which contains 54
loudspeakers spaced every 3◦ in elevation. Participants were aligned using a height-adjustable platform and
wall-mounted cross lasers; their head position and orientation were tracked in real-time during the measurement.
Inter- and intra-participant error analyses across more than 1600 incident angles per participant indicate high
precision in measurements. In addition to being a high-resolution and a high-precision HRTF database, this
database includes the corresponding equalization filters for both commercial headphones and a VR headset, as well
as some demographic information for each participant. A relatively large number of the participants in this database
are researchers from the spatial audio research community (who participated in the AVAR 2022 conference). The
authors hope that publishing this database may facilitate cross-lab research in the future.

1 Introduction

Head-related impulse responses (HRIRs) are acoustic
descriptors of the sound scattering introduced by the
torso, head and ears for sounds emanating from a spe-
cific location in space. They can be converted into
the frequency domain, yielding direction-dependent
transfer functions called head-related transfer functions
(HRTFs). HRTFs play a central role in creating spa-
tial audio and are vital for achieving realism in virtual
sound spaces.

When rendering sounds over headphones, listeners can

perceive sound direction via binaural cues, such as in-
teraural time and level differences (ITDs and ILDs,
respectively) [1], but HRTFs are needed to create the
perception of sound in space. Spatial rendering using
generic (non-individualized) HRTFs often creates per-
ceptual artifacts, such as front-back confusions, angular
distortion in elevation perception, and weak external-
ization [2, 3, 4]. For convincing spatial rendering of an
acoustic environment, individual HRTFs are necessary.

To date, several publicly available HRTF databases
exist (for example, see various databases available on-
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line1), with data on as few as 18 to as many as 220
participants. Depending on the database, HRTF mea-
surements, anthropometric measures, 3 dimensional
(3D) scans or HRTF simulations are available for at
least a subset of the participants included in the respec-
tive database. To date, only one database includes infor-
mation on some participants’ gender (RIEC2 published
the gender for 50% of their database), and no database
has published information on participants’ ethnicity or
age, despite the fact that ethnicity, age and gender all
contribute to differences in facial shapes [5, 6]. Differ-
ences in facial and torso anthropometry can influence
differences in HRTFs across these variables. Note, how-
ever, that at least one research approach has used these
markers in HRTF modeling via an internal database
[7].

In this paper we present a new, high-resolution HRTF
database collected during the Audio Engineering Soci-
ety’s 4th International Conference on Audio for Virtual
and Augmented Reality (AVAR) in 2022. A total of 78
participants were measured during the three-day con-
ference, ranging in age, ethnicity, and sex. The median
age of all participants was 34 years of age, 21% of
participants were female, and 68% identified as Cau-
casian/White, 17% identified as Asian, 9% identified
as Multi-Racial, 3% identified as Black and 1% identi-
fied as Latin/Hispanic. Acoustic re-measurements for
eight participants are included for repeatability anal-
ysis, along with data for the KEMAR, B&K HATS
and KU100 mannequins. In addition to acoustically
measured HRIRs and their frequency domain repre-
sentation as HRTFs, the database contains headphone
impulse responses (HpIRs) for Sennheiser HD650s and
Meta Quest2 impulse responses (QIRs) for all partic-
ipants and the HATS mannequin, as well as limited
demographic information.

2 Method

2.1 Setup and Equipment

HRIRs were measured in an anechoic chamber (inte-
rior dimensions: 4.5 x 7.5 x 4.5 m), purpose-built to
conduct high-quality, high-resolution far-field acous-
tic measurements. 80 cm fiberglass wedges render the

1https://www.sofaconventions.org/mediawiki/
index.php/Files

2https://www.riec.tohoku.ac.jp/pub/hrtf/
hrtf_data.html

chamber anechoic down to 100 Hz. The noise floor is
10 dB below the threshold of hearing. A motorized, ver-
tically oriented semicircular arc (Sigma Design, WA,
USA), 2 m in radius, can rotate freely in either direc-
tion with a top speed of 12 RPM. For the purpose of
collecting acoustic measurements from a spherical sur-
face, the arc is outfitted with 54 loudspeakers (Meyer
Sound MM-4XP, with custom firmware designed to re-
duce self noise, Meyer Sound Laboratories, CA, USA)
spaced every 3◦ in elevation from +90◦ to −69◦; the
speakers can be aimed with an accuracy of 0.1◦ in ele-
vation. Due to the continuous positioning capability of
the arc, the azimuth resolution can be chosen arbitrarily
with an angular accuracy of 0.1◦. At the base of the arc,
a motorized, height-adjustable, custom-built platform
with knee- and backrests allows researchers to utilize
wall-mounted cross lasers for precise centering of par-
ticipants (see Section 2.2 and Fig. 1). Throughout the
measurement process, 4 OptiTrack cameras (Natural-
Point, OR, USA), mounted outside the sound-incident
area, monitor reflective infrared (IR) beads attached to
a wig cap worn by the participant, as shown in Fig. 1C.
Information about the participant’s head position can
be streamed in real-time both to the researchers outside
the anechoic chamber and to a display inside the cham-
ber, allowing participants to “self-correct” their head
position during the measurement session.

2.2 Participant Preparation

Prior to the acoustic measurements, participants signed
IRB-approved consent forms and received a detailed
explanation of the study procedure. For all measure-
ments, participants were asked to remove any jewelry,
badges, or similar items they wore around their up-
per torso. Subsequently, in order to standardize mea-
surements and control head position, participants were
asked to put on a single-use wig cap, over which they
then placed a second cap with reflective IR markers
attached to it. In cases where participants had longer
hair that did not fit underneath the wig cap, they were
asked to tie their hair at the base of their skull, leav-
ing only a ponytail visible outside the cap. Lastly,
research assistants (RAs) prepared a set of single-use
commercially-available ear plugs (Comply Foam Iso-
lation+, Hearing Components Inc., MN, USA) with
in-ear microphones (Knowles FG-23329-D65 omni-
directional electret, Knowles Electronics, NY, USA)
housed inside custom-designed microphone casings.
Participants then inserted the microphone-outfitted ear
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Fig. 1: Examples of the HRIR measurement system:
(A) Participant aligned at the radial center of
the loudspeakers’ arc. The laser-protection
glasses are removed for the data collection; (B)
Blocked in-ear microphone placement with wig
cap to prevent hair occlusion; (C) Participant
alignment at the radial center of the arc using
cross lasers.

plugs into their ear canals, and RAs checked for correct
placement of the microphones, including a flush lining
with the ear-canal entrance.

Following the above-described preparation for the mea-
surement session, the participant entered the anechoic
chamber and sat in the custom-built chair that is fas-
tened to the motorized stage (see Fig. 1A). RAs then
helped the participant to settle, enabled any secu-
rity/safety measures, and raised the stage until the par-
ticipant reached the correct height at the radial center of
the loudspeaker arc. Finally, with the help of the cross-
lasers, the RAs confirmed the participant’s position and
alignment with respect to the coordinate axes of the
measurement system. Next, the participant received
information about how their head position and orienta-
tion would be tracked via the real-time tracking system
installed in the anechoic chamber, and instructions on
how to identify and correct for movement as necessary.

2.3 Measurements

2.3.1 HRIRs

After participant preparation and alignment, the cham-
ber doors were closed from the outside and the mea-
surements began. All data were played and captured
at a sampling rate of 48 kHz using the multiple expo-
nential sweep method [8] that interleaved logarithmic
swept-sine signals of 250 ms duration from 200 Hz to
20 kHz. The level of the sweeps at the participant’s
head position was 84 dBSPL at 1 kHz. Raw HRIRs
were deconvolved from the captured sine sweeps using
the original sweep stimulus. Free-field equalization
was done in post-processing (see Sections 2.3.2 and
2.4). Each measurement procedure took approximately
8-12 minutes, depending on the head motion of the
participant (see Section 3.1). HRIRs were collected
for source positions on a modified Lebedev grid [9],
quantized to every 6◦ in azimuth and every 3◦ in eleva-
tion (from +90◦ to−69◦ per the arc design). Including
the 0◦-elevation point at every azimuth, a total of 1625
directions were collected.

All equipment was cleaned and disinfected between
participants. Single-use items, such as ear plugs, were
discarded.

2.3.2 Free-Field Impulse Response

The free-field response of each of the 54 loudspeak-
ers in the arc was captured by both the left and the
right in-ear microphones, individually mounted to a
foam-wrapped pole to limit unwanted scattering, and
positioned at the radial center of the arc. The same
multiple exponential sweep procedure and stimulus
as described above in Section 2.3.1 was used for the
free-field measurements, with the arc in the 0◦-azimuth
position.

Raw impulse responses were deconvolved from the cap-
tured sine sweeps using the original stimulus, and win-
dowed to obtain the final free-field impulse responses
between each loudspeaker and each microphone (see
Section 2.4 for details). This procedure was performed
at the beginning and at the end of each recording day
for HRTF equalization and to monitor any changes in
the measurement system’s performance.
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2.3.3 Headphone Impulse-Response
Measurements

After HRIR measurements had been collected, the mo-
torized platform was lowered and participants were
allowed to move. With the binaural microphones
still inserted, we then recorded HpIRs (Sennheiser
HD650s, Sennheiser Electronic Corporation, CT, USA
and Quest2, Meta, CA, USA) for each participant, us-
ing the same sweep signal as described above (2.3.1).
This measurement was repeated 3 times, where the par-
ticipant doffed and donned the headphones/Quest each
time to capture fit-to-fit variations.

The measured HpIRs were then windowed to a length
of 2,048 samples with fade-in and fade-out applied
via Hann windows of 410 samples. To calculate the
Headphone Equalization (HpEq) filters, the windowed
HpIRs were transformed to the frequency domain via
the discrete Fourier transform. Then, a minimum-phase
HpEq filter was constructed by inverting the magnitude
response and using the Hilbert transform to generate
the phase response [10]. Regularization was applied
to prevent ringing artefacts, which could be caused
by high amplification of low magnitude values after
inversion [11]. HpIRs and their corresponding HpEq
filters are available in the database for both measured
devices.

2.4 Post-processing

The raw HRIRs were equalized in post-processing with
the free-field measurements described in Section 2.3.2,
using the appropriate data from the left or right micro-
phone. Each HRIR was equalized with the free-field
IR from the corresponding loudspeaker. The HRIRs
and free-field IRs were trimmed to 384 samples (8 ms
at a 48 kHz sampling rate), windowed with a right-
hand Tukey window, and converted to the frequency
domain with a 1536-point DFT. Division in the fre-
quency domain was followed by an inverse DFT and
a small circular shift to avoid anticausal HRIRs. The
resulting HRIRs were low-pass filtered with a cutoff
frequency of 16 kHz, using a zero-phase application of
a Butterworth filter, trimmed back to 384 samples, and
windowed with a right-hand Tukey window.

HRIR data files were saved in SOFA (spatially-oriented
format for acoustics).

3 Database Verification and Analysis

To assess the quality of the HRIR measurement system,
as well as the quality of the measured HRIRs, 3 stages
of evaluation were performed and are detailed below:
on-line inspection, repeated measurement evaluation,
outlier HRIR detection.

3.1 Online Inspection

In order to verify that the measured data is free of
artifacts due to participant movements or participant
related noises (e.g. heavy breathing, throat clearing)
during the HRIR and HpIR measurements, the partici-
pants’ position was continuously tracked and measure-
ments were visually inspected. If a participant’s head
position changed by more than 1◦ in yaw, pitch, or
roll during a measurement in a single position of the
loudspeakers’ arc, the measurement was paused and
restarted at the current arc position once the participant
had re-aligned him/herself (instructions were provided
verbally and displayed on a monitor). Similarly, if the
head position was found to have deviated from the ini-
tial, aligned position by more than 2◦ in yaw, pitch, or
roll, the participant was asked to re-align her/himself
before continuing. In addition, auto-generated plots of
the recorded left and right microphone signals, as well
as ITD and ILD statistics of the HRIRs and spectro-
grams of the HpIRs, were presented in real-time to the
RA. The RA visually inspected theses plots to verify
that the collected data are free of significant artifacts,
noise, or other errors.

3.2 Repeated Measurement Evaluation

To characterize the precision of the HRIR measure-
ment system and measurement procedure, 8 partici-
pants were repeatedly measured 4 times. The first mea-
surement was considered the reference measurement
and the following measurements were conducted as
a separate measurement session (with the participant
departing from the system and then returning to restart
the whole procedure). The spectral difference between
the HRTF and the reference measurement and each of
the 3 repeated measurements was calculated for each
frequency and sound source direction. The mean dif-
ference between the reference measurement and the 3
repetitions across all 8 participants and all directions
is presented in Figure. 2 as a function of frequency, as
well as the 95th percentile for both right and left ears.
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Fig. 2: Spectral difference between HRTF measurements, with 4 repeated measurements of the same participant in
blue and cross-participant difference in red. Solid line represents the mean across all evaluated participants
and directions, while the 95th percentile is represented with a dashed line. Left Panel for left ear and right
panel for right ear.

To assess the repeatability error in the context of HRTF
variability across participants, the same errors were
computed by randomly comparing each of the 8 refer-
ence measurements with randomly selected repetitions
of other participants. The mean repeated measurement
error level increases with frequency with 1 dB and 2 dB
error at frequencies of 5 kHz and 10 kHz, respectively.
The mean repeated measurement error is lower than the
mean cross-participant error with 3 dB and 6 dB error
at frequencies of 5 kHz and 10 kHz, respectively. Inter-
estingly, the 95th percentile repeated measured error is
similar to the levels of mean cross-subject error. These
results indicate that the variability due to the limitation
of the measurement system precision is lower than the
variability due to cross-participants HRTF differences.

Another insight regarding the precision of the HRIR
measurement system can be provided by comparing
the current results in Figure 2 with the results in Figure
8 of the Sonicom HRTF dataset [12]. The Sonicom
database presents a similar repeatability error that is
based on 5 repeated measurements, with a compara-
ble mean repeated measurement error, but a higher
95th percentile repeated measurement error, showing
more than 5 dB at 5 kHz. A futher comparison with the
HUTUBS HRTF dataset [13], where the spectral differ-
ence between repeated measurements of B&K HATS is
evaluated (Figure 3), reveals that a higher precision is
achievable when utilizing a median repeated measure-
ment error; achieving errors below 1 dB up to 16 kHz
in the horizontal plane, comparable with the precision
reported for HUTUBS.
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Fig. 3: Spectral difference between HRTF measure-
ments of the B&K HATS, with 4 repeated mea-
surements. Solid line represents the median
across horizontal plane, while the 95th per-
centile is represented with a dashed line.

3.3 Outlier HRIR Detection

To identify suspicious outliers in the measured HRIR
we adopt the Tukey Outlier approach [14] to examine
HRTF magnitude, ITD, ILD and loudness. First, the
full database statistics were calculated for each one of
the metrics. The ITDs were evaluated for each HRIR di-
rection for elevations from -30◦ to 30◦ using the IACCE
method, as described in [15]. The ILDs were computed
for the same directions in auditory filters of equivalent
rectangular bandwidth (ERB) using the AKerbILD
function in AKtools [16], and were averaged over fre-
quencies between 3-10 kHz. The loudness was com-
puted for all directions using the integrated loudness
algorithms from ITU-R BS.1770-4 [17], for an input
signal of white noise. Then, a score s was computed
for each metric by comparing each individual HRIR
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metrics to the database statistics:

s =


0, v ∈ [Q1,Q3]

v−Q3
Q3−Q1 , v > Q3
Q1−v

Q3−Q1 , v < Q1
, (1)

where v is the metric value, and Q1 and Q3 are the 1st
and 3rd quartiles. For the HRTF magnitude, the 99th
percentile of s over frequencies (up to 15 kHz) and
directions was used as the Outlier score. For ITD, ILD
and loudness, the maximum value of s across directions
was used.

HRIRs with a value of the final Outlier scores that ex-
ceeded 3 for the magnitude, ILD and loudness, or 6 for
the ITD, were considered as suspicious outliers, and
were manually observed and listened to (using SPARTA
Binauraliser [18]). Figure 4 presents the Outlier score
for all subjects and metrics. These Tukey-Outlier-based
evaluations together with the manual examination is
proposed as a final validation stage of the dataset qual-
ity.
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Fig. 4: The Outlier scores: scores to detect HRIR out-
liers. 4 metrics were computed for each subject:
Magnitude (left and right ears, ITD, ILD and
loudness. The score represents the maximum
(or 99% percentile for the magnitude metric)
distance from the intequartile range compared
to all the database statistics.

4 Database structure

The database is available to download from https://
facebookresearch.github.io/SS2_HRTF.
The data include:

• HRIRs.zip: 78 unique human HRIRs.

• HRIRs_Repeated_Measurements.zip:
32 HRIRs, 8 humans × 4 repetitions.

• HRIRs_mannequins.zip: 12 HRIRs, 3 man-
nequins (KEMAR, HATS, KU100) × 4 repeti-
tions.

• Hp_Filters.zip: 79 folders (78 humans +
HATS) with 6 subfolders (2 headsets, Quest2 and
HD650, × 3 repetitions3) that contains:

– HpIR.wav: the headset impulse responses
(2ch, left/right, 2048 taps @ 48 kHz).

– HpEq.wav: the minimum phase equal-
ization filters (2ch, left/right, 400 taps @
48 kHz).

– HpIR_FR.png: figure that shows the mea-
sured impulse responses before and after
windowing, and the transfer functions.

– Recorded_Signal.png: figure that
shows the raw recorded sweep in time and
spectrogram, including an estimation of the
SNR.

• Demographics.xls: an Excel sheet with de-
mographics information - age, sex and statistics
on ethnicity.

All HRIRs are provided in standard SOFA format.
The Hp_Filters.zip also contains a
HpIR_Validation.csv table with computed
SNR values and energy differences between the left
and right ear recordings. This data was used to validate
the measurements.

5 Conclusion

The Sound Sphere 2, a high-resolution HRTF database,
with HRTF measurements from 78 participants mea-
sured from 1625 directions is publicly available (see
details in section 4). In addition to HRTFs, the data
set contains HpIR from a commercial VR headset and
headphones, as well as demographics such as age and
sex for each participant. The database was collected
during the 2022 Audio Engineering Society AVAR con-
ference, and a relatively large number of participants
in this database are researchers from the spatial audio
research community. The authors are hopeful that this
publication will contribute to collaborative research in
the future.

3Not all the data from the 78 participants include the full set of 2
headsets and 3 repetitions.
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